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Legal Technology & Legal Defensibility

Both directions:

Teaching legal
professionals
technology

Help technicians
understand legal
requirements




Legal Defensibility

e

When using technology in the legal domain, it is important to take the following requirements in account:

= Applicable legislation: which legal framework(s) apply? Are there any contradictions? Can technology address these?
= Ethical standards.

= Solid quality control on all automatic and manual actions.

= Understand where there is a risk for bias. Explain and document how this can be prevented.

= Transparency of technology: you need to be able to explain it, also to laymen.

= Robustness of technology: what happens with faulty or noisy input data?

= Reproducibility of technology. Using the same algorithm on the same data should get you the same results, also at a later
moment in time

= Documentation: Chain of Custody en Audit Trails (who did what when, inclusion-, exclusion- and error reports)
= Safeguarding forensic integrity of the data and the process

= |Is there (international) case law on the use of this technology? Has the technology been challenged in court before?

THIS IS WHAT LEGAL PROFESSIONALS SHOULD ASK QUESTIONS ABOUT!
This is what should be included in a framework dealing with legal defensibility & eDiscovery technology



Examples of Bad Science versus Bad Ethics

(s

Bad Ethics

= No compliant to applicable legislation.

= Not being prepared for compliance with
possible future legislation.

= No accountability for ethical values and
standards.

= Prejudice or discriminative bias in data sets
for machine learning.

= No transparency of algorithms.

Bad Science

Not being aware of any simplifications of real-world situations or limitations of
applicability in the algorithms or mathematics you use.

No objective quantitative validation of your algorithms or implementation.

Using wrong quantitative validation measurements. E.g. using accuracy
instead of precision & recall on unbalanced data sets.

Creation of validation sets by just one individual: risk of human bias.

Not measuring the disagreement between different individuals when using
multiple individuals to create data sets (kappa distance).

Selection or measurement bias in data sets for machine learning.
Not testing algorithms against noisy input data.
Jumping to conclusions: correlation does not imply causation.

Not using forensic safe-guards (security, chain of custody, checks and
balances, ...)

Marketing ...



Responsible & Defensible use of Legal Technology

e

Law

Which Laws &
Jurisdiction Apply?

Ethics

Compliant with
Ethics and Future
Legislation?

Algorithms &
Mathematics

Right model? Right
mathematics? Any
unacceptable
simplification?

Data Scientists

Software
Implementation

How are the
algorithms
implemented,
trained, tested and
how is quality
measured?

Software
Development

Use by end-user
(forensics)

How does the end-
user apply the
technology in a
legal application?
Are all safeguards
applied?

End User




Legal Requirements




Applicable legislation depends on use case

US: Public Records Requests (State,
City, County, University, ...) & FOIA
(Federal)

NL: Wet Openbaarheid Bestuur (Wob)
DK: Forvaltningsret

UK & Ireland: FOIA

Anti-trust and non-competitive
behavior: price fixing, tender fraud.
Other financial fraud

Money laundering

Drugs trafficking

Organized Crime

Internal
Investigations

FOIA/PRR
WOB

eDiscovery

Criminal
Investigations

Data privacy
& protection

Regulatory
requests

Litigation &
Arbitration

~

:
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What do you typically have to deal with? LAB

= Privacy & data protection regulations
= Proportionality
= Subsidiarity

= Additional regulations and case law per use case? Recommended best
practices? Mandatory audits for non-compliance?

= Copyrights, patents, specific contractual obligations, ...



VA §
Often (international) legislation is in contradiction to each other LAE'

FEDERAL
RULES OF CIVIL
PROCEDURE




VA ¢
Large Controversy on Google Books Project LAE'

Google: “we’re not scanning all those
books to be read by people. We're
scanning them to be read by Artificial
Intelligence”

Outcome: the US District Court’s eventual ruling in November 2013 in Author’s Guild, Inc. v Google, Inc. took
a more pragmatic view, holding that Google’s use of the works, including “a type of research referred to as
‘data mining’ or ‘text mining’” was “fair use” under US copyright law: Google Books provides significant public
benefits. It advances the progress of the arts and sciences, while maintaining respectful consideration for the

rights of authors and other creative individuals, and without adversely impacting the rights of copyright
holders. In Europe courts decided differently!



ZY
Ross versus West-Law (Thomson Reuters) LAE'

* Ross used law books from West-law to ROSS Intelligence will shut down amid lawsuit from

extract legal facts (using text-mining).

Machine learning algorithms were trained
with this data

West-Law accused Ross of copyright
violations.

Interesting fact: most of West Laws data
is based on public data (court verdicts)
but is enriched (often also with text-
mining).

Ross ceased business and accused West-
law of anti-trust behavior and abuse of
monopoly positions

Source: https://www.abajournal.com/news/article/ross-
intelligence-to-shut-down-amid-thomson-reuters-lawsuit

Thomson Reuters
LYLE MORAN

[ v 51 ] il s [0 s R

Image from Shutterstock.com.

must cease operations in the new year.”

A&

ROSS Intelligence, which launched an Al-based legal research
platform six years ago, announced Friday that it plans to cease
operations early next year because of an ongoing copyright
infringement lawsuit that Thomson Reuters brought against the

COMmpany.

Thomson Reuters filed a lawsuit with the U.S. District Court for
the District of Delaware in May, alleging that ROSS Intelligence
had stolen “critical features” of Thomson Reuters’ Westlaw legal

research platform to develop its own legal research offering.

“Litigation is expensive—no matter how speculative the claims
against you nor how worthy your position,” ROSS Intelligence
said in a statement on the company’s website, “With our
company ensnared by this legal battle, we have been unable to
raise another round of funding to fuel our development and

marketing efforts. Our bank account is running out, and we

ROSS Intelligence said as of Monday, it has stopped accepting new customers, and by Jan. 31, the platform

will no longer be available.

"Between now and then, our priority is to help our current customers transition to other services,” the

company said.



Existing case law on use of certain technology helps!

e

= Jurisprudence on the use of certain
technology in earlier cases:
= Has it been used?
= Has it been challenged?
= Did it survive such challenges?

ZyLAB

eDiscovery & Information Management

International Case Law References

o

ZyLAB technology has been used in the following international cases by the prosecution, the lawyers,

chambers and other participants of the following international courts and tribunals:

<> UN International Court of Justice for various cases and archives, including the Nurnberg files. More information: http://www.icj-
cij.org/.

> UN International Criminal Tribunal for the former Yugoslavia (UN ICTY). More information: http://www.icty.org/.

<> UN International Criminal Tribunal for Rwanda (UN ICTR). More information: http://www.ictr.org/.
<> Extraordinary Chambers in the Courts of Cambodia/United Nations Assistance to the Khmer Rouge Trials (ECCC/UNAKRT)

http://www.eccc.gov.kh/ and www.unakrt-online.org

UN Special Court on Sierra Leone (UN-SCSL). More information: http://www.sc-sl.org/.

Serious Crimes Investigations Team/United Nations Integrated Mission in East Timor (UNMIT) www.unmit.org

<> United Nations International Independent Investigations Committee in Lebanon (UN I[IIC)

<> UN Tribunal for the Sea (UN ITLOS). More information: http://www.itlos.org/.

<> European Union Rule of Law Mission in Kosovo (EULEX-Kosovo). More information: http://www.eulex-kosovo.eu/.

<> European Union Anti-Fraud Department: OLAF: European Anti-Fraud Office | European Commission (europa.eu)



http://www.icj-cij.org/
http://www.icty.org/
http://www.ictr.org/
http://www.eccc.gov.kh/
http://www.unakrt-online.org/
http://www.sc-sl.org/
http://www.unmit.org/
http://www.itlos.org/
http://www.eulex-kosovo.eu/
https://ec.europa.eu/anti-fraud/home_en

Y
2012: Case Law on Assisted Review (TAR) LAE'

= The Honorable Andrew J. Peck served for 23 years (from February
1995 until his retirement in February 2018) as a United States
Magistrate Judge for the Southern District of New York, including a
term as Chief Magistrate Judge from 2004 to 2005.

= Judge Peck is recognized internationally for bringing electronic
discovery competency to the attention of both the judiciary and bar.
He is widely described as one of the first judges to tackle the subject
of e-discovery head on. His landmark decision in the 2012
employment class action Monique Da Silva Moore, et. al. v. Publicis
Groupe & MSL Group, was the first judicial decision approving the
use of technology-assisted review (TAR). By 2015, Judge Peck
declared in Rio Tinto v. Valle that it was black-letter law that if the
responding party wished to use TAR, courts would allow it. In the
third of his trilogy of TAR cases, Hyles v. City of New York, he stated
that while he preferred the use of TAR, neither the requesting party
nor the court could require a reluctant responding party to use TAR.




Ethical Requirements




Values and Ethics

e

Ethics or moral philosophy deals with
systematizing, defending, and recommending
concepts of right and wrong conduct.

Ethics seeks to resolve questions of human
morality by defining concepts such as good and
evil, right and wrong, virtue and vice, justice and
crime.

Centuries of study into moral philosophy. Many
different schools and views. There is no single

school of thought that settles all moral questions.

"

|
P

RIGHT DOING

-

_ WRONG DOING




]
Ethics and Computer Science? LAB

Association of Computing Machinery (ACM) defined 7 principles in
relation to accountability and transparency of algorithms: Association for

1. Awareness of bias Computing Machinery

2. Access and redress to prevent discrimination

3. Accountability

4. Explanation

5. Data Provenance

6. Auditability

7. Validation and Testing

Sources: https://www.acm.org/ and https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf



https://www.acm.org/
https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf

Computers are ruthless... fruit picking game

b )

\

» Google’s Al got “highly

aggressive” when
competition got
stressful in a fruit-
picking game.

» Shoot other players at

beginning of game.




Scientific & Mathematical
Requirements: preventing
bad science
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Transparency of your technology LAB

Know your algorithms, their mathematics, their assumptions and this their
limitations!
Also:
= Cultural invariance
= Temporal Invariance (other standards or values over time)
= Lacking domain expertise
= Internet based research: only popular data, not good broad un-biased spreading,. No provenance as well.
= Disagreeing judges when building data sets. Not measuring Kappa distances.
= Cherry picking in results
= Just stupid errors
= Simply overlooking exceptions (errors and omissions)

= Long tail of exceptions and rare occurrences

Can you explain the workings to laymen?
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Predicting COVID Outbreaks LAB

= Use the correct
mathematical model

= Linear or exponential?

2000

1750 "
1500

1250 / 4
1000
760 /’

500 //

250

\\

......... 4+ 250
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Primum non Nocere*:. dealing with false positives "AE'

= Text mining and data mining would seem to provide a great deal of
potential for inadvertent or deliberate misinterpretation of data.

Incerrect

/_\+

lee-Cream hurder
Example: mining data extracted from a range of travel-related transaction oelee e
databases (e.g., airline passenger manifests, railway ticket websites, etc.), Cornect
to attempt to identify suspicious patterns of travel behavior that can be S "
linked to named individuals. Support & Confidence: “correlation does not Sales Rate
imply causation” ,,\ /’,,
Temperature
= Named entity recognition: error-prone, highly contextual sensitive, often
well-informed guesswork: 90% precision on 100.000 patters, still leaves
us 10.000 WRONG conclusions! TN
= Complex relation extraction: often no more than 60% f1 values, so even o
lower precision and recall! Lo
L |

* first, do not harm



ZY
Use the Correct Quantitative Measurements LAE'

relevant elements
I 1

false negatives true negatives

= Lack of precision leads to noise, too many
false hits, too much work to review, which
yields high cost of review.

= Lack of recall leads to missing relevant
documents which yields risk.

selected elements

How many selected How many relevant
items are relevant? items are selected?
Precision = Recall = —




ZY
Should we instead use the accuracy measure for evaluation? '-AE'

= Given a query, an engine classifies each doc as “Relevant” or
“Nonrelevant”

= The accuracy of an engine: the fraction of these classifications that are
correct

= (tp+tn)/ (tp + fp + fn + tn)

= Accuracy is a commonly used evaluation measure in machine learning
classification work

= Why is this not a very useful evaluation measure in IR?



Y
High accuracy does not mean you find something useful '-AEl

= How to build a 99.9999% accurate search engine on a low budget....
= Accuracy = (tp +tn) / (tp + fp + fn + tn)

snOOQ[Q*COm

Search for:

0 matching results found.

= Suppose we have 100.000 docs, we find 1 of them, there are 1000 relevant. Then
Sccuracy =1+99000/ 1+ 0+999 +99000) = 99%. But we missed 999
ocuments!



Precision & recall: reverse proportional

e

= Increase precision: AND,
W/5, NOT

= [ncrease recall: OR, *, ?,
Thesaurus, fuzzy.

= Both (up to certain level):

Quorum search
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Precision and Recall

100
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2

= Precisie ==Recall

3
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Recall

Figure 8.2: Precision-Recall curves of classifiers of various iterations on the
evaluation set - Simulation of CAL protocol on the whole RCV1 corpus with
topic code GVIO
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A combined measure: F LAB

= Combined measure that assesses precision/recall tradeoff is F measure:

precision - recall

F=2.———
precision + recall
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Human Performance LAB

When both precision and recall are over 80%,
human performance is approached.

This applies to the best humans.

It can be argued that values over 80% are often
subject to different interpretations and
discussions.




Human, machine or Machine & Human?

e

What we observe in the real world:
1. (Good) human f-1 values are 60-80%
2. The best algorithms typically reach 80-90%

3. By first having a computer do the heavy lifting
and initial selection and then have human beings
make the final call: 95+%!

SA RN S 1uBod fu Aok ad i widd e capaie The
Ot andtbos ol AJ wm) the Baunt b inddart rid sevodatbon "
AR ATr i
SO AT Lt s P WO e e e

UMAN +

Reimagining Work in the Age of Al

MACH|

PAUL R. DAUGHERTY
H. JAMES WILSON



Implementation
Requirements
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There are different types of Bias LAB

Sample bias: the data used to train model does not accurately represent the real-world. Aka
“balance” in training data. Train car to drive only on day time images and not on night images.

= Prejudice bias: training data is influenced by cultural stereotypes. Images of people at work. Men are
coding software, women are in kitchen cooking. Aka selection bias or confirmation bias

= Measurement bias: systematic value distortion due to issues with the device used to measure
features. Using special filters on camera when taking pictures. Images without these filters will have
lower recognition.

= Algorithm bias: wrong algorithm. Wrong bias-variance balance. Linear one that cannot deal with non-
linear data.




Examples of Prejudice Bias

e

Poor people often can't

recover fast from sickness.

ML-based algorithm:
Deny health insurance

to poor people.

COOKING
| ROLE  VALUE |
AGENT » WOMAN
FOOD > PASTA
HEAT > STOVE
TOOL »  SPATULA
PLACE »  KITCHEN PLACE

v

KITCHEN

SkinColor

>

if SkinColor is Black:
Suspicious

else;
Mot Suspicious

"Big data"

Meural network
{blackbox)

COOKING COOKING
ROLE VALUE |__ROLE ______ VAWE |
AGENT »  WOMAN AGENT > MAN
FOOD > VEGETABLES FOOD » =
HEAT »  STOVE HEAT »  STOVE
TOOL >  TONGS TOOL  » SPATULA
PLACE »  KITCHEN PLACE »  KITCHEN

This
algorthm
would be
scandalous.

This i=s

probabhy
the same
in hiding.




Machine Learning: Variance and Bias

(s

= Bias (error): The bias error is an error from erroneous assumptions in the learning
algorithm. High bias can cause an algorithm to miss the relevant relations between
features and target outputs (high bias leads to under fitting).

= Variance: The variance is an error from sensitivity to small fluctuations in the training set.

High variance can cause an algorithm to model the random noise in the training data,
rather than the intended outputs (high variance leads to overfitting)

Source: https://en.wikipedia.org/wiki/Bias—variance_tradeoff



https://en.wikipedia.org/wiki/Bias–variance_tradeoff

Machine Learning

e

= Underfitting: occurs when a statistical model or machine
learning algorithm cannot adequately capture the underlying
structure of the data. It occurs when the model or algorithm
does not fit the data enough. Caused by low variance but high
bias.

= Qverfitting: “the production of an analysis that corresponds too
closely or exactly to a particular set of data, and may therefore
fail to fit additional data or predict future observations reliably”.
Caused by high variance and low bias. Green line on right.

Under-fitting

(too simple to
explain the variance)

4 X
X

X X

XXX X
XX X

Appropirate-fitting

n
»

4+ X
X

X X% X X
XX X

Over-fitting

(forcefitting--too
good to be true)




Imbalanced Training Data

e

Not separable

ek — P(x|COIPICD)
2350+ w— P(x|CL)P{CL)

theoretical minimal erres probability
22% 4
2100
o
o.amu
2025+ ‘/—\
2.000 -

-4 -3 2 4 L] 3 10
= Shgntly separable

2175 - —— P{x|CO)P{CO}
a1304 m— P(x|CLIPC1)

thearetical minimal error prabability
21251
o400+
0.075+
2.050 «
arn |
o000+

-4 -2 ? El H : L]
well separable

s = P(x|CO)PICO}
21490+ — P{x|CL)PICI}

thearetical minimal errae prabability
2125+
2400+
amn.
2.050
o2 A
o.000




Robustness of your algorithms: test it extensively on noisy and incorrect datal!

e

Full Corpus Recall

1,0

No Review Error ——

0.8 10% Review Error
R & Documents Manually Reviewed: 39000
20% Review Error —

Full Corpus Recall GSPO: 0,9106

0,7
30% Review Error Documents Manually Reviewed: 35000

Full Corpus Recall GSPO: 0,9142

0,6
Documents Manually Reviewed: 33000
Full Corpus Recall GSPO: 0,9060

0,5
Documents Manually Reviewed: 32000
Full Corpus Recall GSPO: 0,9040

04

0,3

0,2

0,1

0,0
5K 10K 15K 20K 25K 30K 35K 40K 45K 50K 55K 60K 65K 70K 75K 80K 85K 90K 95K 100K
Documents Manually Reviewed



e
Reproducibility of your technology LAB

= Using the same algorithm on the same data should get you the same
results, also at a later moment in time, regardless form where you run the
algorithm.

- Question: Is the use of Google as a legal search engine defensible when it is
used top identify relevant case law?




Usage (Forensic)
Requirements




Legally Defensible Users: Reporting, Sampling & Audit logs

e

7Y
https://sb01.myzylab.com/ediscovery/legalreview/htmlapp/2/matter/17/reports

@ EN % Matter eDiscovery Demo - DOJ vs Enron (Open another) e johannes.scholtes@zylab.com  (Logout)

eDiscovery Demo - DOJ vs Enron

Open Another Matter

Please select one of the following options to proceed:
Continue Review Browse Upload Overview
v |
= O
L = |

Batch Search Sampling Overview Production Overview
Q Q [

Review Batches

2

Audit Log
0

Assisted Review

Configuration




Documentation:

Chain of Custody (Who did what when?)

Search logs
Audit logs

= Reporting
Inclusion reports
= Exclusion reports

& phames schol

Maller DO vs Emrmn vl (Does svotke shoom  (Logou)

> E Meed your advice .~ REVIEBWED ol 105 R
Lol Maed your 3ovice . # Resporsiee © & Issues: FOPA-General # @ #F Hot Document @ & Folentially Privieged: attomey Chent # @ Docun ndo
- # Conlidential PI-OC -~ @
— B F Dandel Schissring Tk Densd e Speanmg Bl AL OO R R
+ Taggng
saymords @ 0 £ > Disable
+ Reddacsors & Annotatkng
+ Aeviewer Femarks
+ Hear-Duplicates
T Dwriiis Epocinen [Den s Spooren @ZyLAE COM]
Frosm: Dwsial Sehusding
Sam: Tue ST €120 AN
Do Famuily (2 - I kanis; Hearmal
i Smbct  hieed your advice
R o e NAIL_RECEIVED: Tus 500011 6 1000 AM
- 7 Vo Eusny imps.ong
t Funny imiage prg
Hey Dening,
Loak st this, what do you think? Reetion: Tag johannea ach..
# Confidersik py ) S6R 13,3009
- T 2974 P
Rargards,
Danidl Schuuring Aetion: Peoduce L Meurits el
Broduct Mariosting Manager = -
-nl:l.l'riFﬁ'\Cn Jun 16, 2018
Progesiie: - ZyLAB abihcovery & Information Managamant W H0E-16 20 T 190023 P
48-40
= pm - FyLAB Technolsghes B.V. Show documents
o !
FTM_&ddressz 11071 B4 Areterdam
T Tra Natharlands
PTM_Ovganizziion  eDiscovery, wiww Tylat.com;

ZfLAE Technologles BV

PTH_Papn Drewtial Schvap g Crarved
Schuwrng Dennis

chgribiation ar (aking Bry Sctian in sekang
vy bl unlswlal, TpLAR i Asteer Babis
s Sl e il -

PTM_Phiose 31 (030 01 SE50; 131 ()
P 65 Facc 227 {00 20 656
FL-]

@ Haa ity propertis

TyLal mas reend B R “apes o
Lebaza—— r =

Tha Irformation covisines in Sk cammunication i concerrsal aes ma balegaly privisgad. T
nladaded Bkl S0F O e OF Tha PRETADUS| 07 SVDTY DO Wl Ed I H Bkdois 5 B0 0% Sutharad 1)
Fa TR L I pou o el tha ierded repient vou ere baceby notfed Bhet ey diadcaan. capying.
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L=
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Search logs: evidence and falsification LAB

= Keep track of previous O r— —
queries and results. = ha | savedsemches = | 8 Seve cuery | ¥ cles

= Document that one searches
both for evidence, but also

SAVED HISTORY

= Filter

Fields -l

for potential falsifications. T 15, 207, 9415 A bty P

tefresh | Documents: 487890 / Families: 290511 Jan 19, 2021, 9:48:57 AM (ken lay and rick buy)

(

= AVO I d tu n n e I VI S I O n . . Jan 19, 2021, 9:48:36 AM ((emperor w/3 city) w/3 china)
(
(

“~ Review Batches

Jan 19, 2021, 9:48:32 AM  (HeT or 7 or rubi)

Jan 19, 2021, 9:48:29 AM  ((3 of {Ken,lay,fastow,enron,energy,stock,frau...
‘ Jan 19, 2021, 9:48:26 AM Large Query Price Fixing
' _Jan 19, 2021, 9:48:19 AM (travel and confirmation and NOT(winning or fr... h




Forensic Integrit

e

= Hashing at
collection

= Multiple purpose:
= De-duplication
= Preservation of
forensic integrity
by uniquely
storing evidence

of non-changed
content of file

ﬂﬂ Home > AllDocuments »> Search Results 7 Matter GDPR (Open another)

Saved Searches ~ | B Save Query | X Clear

i
>
o

e johannes.scholtes@zylab.com (Logout)

Facets := Document list

=
v Tags v -
Documents: 134 Sort by: PTM_Civilstatus (Descending) «  Add more sorting o~
m & D Custodian DedupSHASBinHash # Potentiall Mame
D D 8732628 ZyLAB 26746E2F6CB5AD3992336A77BC256CCH5EDCASSA4635AA90A46055F8132D1BF69BCB4C638FBCBEFAEEDFT144233B521F6D 0000000000.Enron M
hd L}
D i 8744794 ZyLAB D11B0AD74169564551CF7AZ090408FD229E675FCE2Z0CCOBAOET78FAGBT1DE714864F0CDAS3AZABT75C3A94077D2A3CB2D260 000002u2.1if

|:| .k 8740850 ZyLAB CB2ZFOB1B9345611841F39A6291BEB1FB6COE45846CEVFBBAZEB23186E4160363C686A375A9BCF63C43B2148EDBFFDEOGE0T4 0000036L.TIF

D k. 8740862 ZyLAB 4E0C7DO6DFSE7O03COA35DD9B153CET1DBDO7AAS344CEBBABE37BOCFF775747438CB2AF344036108E08CE93807D030D1327C 0000028E.TIF
D D 8735316 ZyLAB 8BDO1817BAS37CET6AAG3DAT2FCEY6560F38866341E88C47386139A249FBBEDOS17606CB4AFBAT80F75148D8AB797F312CCI Re: San Diego Invite
D D 8735332 ZyLAB EE3BECE5660AD9F82BEA1B44F28CCOFCFOF7670C411083A9647F23A7DCT75EEFBAG933BDB6342B6A55F0DB543549DC58025 California Solution Mz
D D 8735360 ZyLAB BCB187AD0ODD46D4E2908AD42A723097063B686E85204180FA67EZDB72CB9314EC5D7005045033DE%199DB3DA098B0O6F8531 Frontline "Blackout”

a
uploz

uploz

uplo:
\Top

\Top
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Quality Control by using sampling LAB

= Test the results of all automatic
processes always manually on a
random sample.

DOJ vs Enron v2
Open Another Matter

= This is the most reliable way to o o
explain laymen the working of a
complex algorithm and gain trust.

= Alternative are expert witnesses.
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Using sampling LAB

1. Whenever using any kind of automatic (Al) process
2. Select the documents on which the process has been applied

3. Create a random sample of X % (subject of negotiations and risk),
typically X = 2-5% on large data sets(>1000) to 10%-50% on small data
sets. There are statistical models that can provide guidance on exact
measurements.

4. Review this set and keep track of maximum obtainable quality.

5. When the quality drops below a certain threshold: go back to #1 and
adjust the parameters of your automatic process. Address most
common errors.

6. Continue until the quality random sample is above the set quality
threshold.



How large should your sample be?

e

. Raosoft,

What margin of error can you accept?

3% is a common choice

What confidence level do you need?
Typical choices are 90%, 85%, or 99%

What is the population size?
If you don't know, wse 20000

What is the response distribution?
Leave thiz as 50%

0ooo

(=]

[} 4]
[}
=]

T

%

I

5

i

E

Sample size calculator

The margin of error is the amount of error that you can tolerate. If 90% of respondents answer yes,
while 10% answer no, you may be able to tolerate a larger amount of error than if the respondents are
split 50-50 or 45-55.

Lower margin of error requires a larger sample size.

The confidence level is the amount of uncertainty you can tolerate. Suppose that you have 20 yes-no
guestions in your survey. With a confidence level of 95%, you would expect that for one of the
guestions (1 in 20), the percentage of people who answer yes would be more than the margin of error
away from the true answer. The true answer is the percentage you would get if you exhaustively
interviewad everyone.

Higher confidance level requires a larger sample size.

How many people are there to choose your random sample from? The sample size doesn't change
much for populations larger than 20,000.

For each question, what do you expect the results will be? If the sample is skewed highly one way or
the otherthe population probably is, too. If you don't know, use 50%, which gives the largest sample
size. See below under More information if this is confusing.

Your recommended sample size is

3T

This is the minimum recommended size of your survey. If you create a sample of this many people
and get responses from everyone, you're more likely to get a corract answer than you would from a
large sample where only a small percentage of the sample responds to your survey.

http.//www.raosoft.com/samplesize.html
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